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Figure 1: A visualization of the decision-making tree analysis using the Sankey diagram. The 
left shows a visualization of the decision trees, and the upper right shows the index of the 
decision variables. 

ABSTRACT 
A decision tree is one of the predictive 
models in data mining and has been widely 
used in recent medical-data analyses [1]. In 
the finding of an important node, the 
existing decision-tree visualizations are 
used to show the ratio of the sample number 
to the target variable. Additional decision-
variable information, however, is needed 
since the decision tree for the analysis of 
the medical data is important for the 

identification of the variables. Therefore, 
this study proposes a visualization that can 
be used to easily find the important 
terminal nodes and grasp the decision 
variables. 

CCS CONCEPTS 
•  Information systems → Information-system 
applications; Decision-support systems; 
Expert systems  



 S. Bae et al. 
 

2 

 

KEYWORDS 
Information visualization, Big-data 
visualization, Visual analytics, Decision-
support systems 

1 INTRODUCTION 
A decision tree is easier to interpret and 
can more easily interpret data than other 
statistical methods, and this is because the 
tree structure is used as the starting point 
to interpret the data from the root node to 
the terminal node. The form of the analysis 
results can be easily understood and 
utilized in comparison with other 
quantitative methods. The decision-tree 
analysis has been widely used in recent 
medical data for prediction and 
classification values [2]. It is 
characterized by the economic advantage of a 
reduction of the number of test items, 
especially with the diagnosis of diseases. 
To demonstrate the merits of such decision 
trees, it is more important to grasp the 
decision variables in the existing decision 
tree. In the existing node-linked diagram 
form, it is difficult to grasp the variables. 
The visualization presented in this study 
emphasizes the explanations of the decision 
variables rather than the existing 
visualizations, enabling the identification 
of the important variables through 
visualization. 

2 Visualization 

2.1 Design Guidelines 
The visualization sample data was obtained 
using data where the dementia rate is the 
target variable and the psychological scores 
of the demented patients are the input 
variables. The CHAID-using regression tree 
that is among the decision-tree algorithms 
is visualized because the target variable, 
the dementia/patient ratio, is the 
continuous type. Figure 1 shows the 
visualization.  

2.2 Visualization 
The sample data for the visualization was 
formulated using data where the dementia 
rate is the target variable and the 
psychological scores of the demented 
patients are the input variables [1]. The 
CHAID-using regression tree is visualized 

from among the decision-tree algorithms 
because the target variable, the 
dementia/patient ratio, is of the continuous 
type. Figure 2 shows the visualization. 

 

Figure 2: A part of the SAS-provided 
visualization of the decision-tree analysis 
in the form of a node-link diagram. The 
larger the line, the greater the number of 
involved patients. The inequality above the 
node represents the partitioning criterion 
in the decision variable. 

3 CONCLUSIONS 
The visualization that was formed for this 
study visually improved the expression of 
the information that is not intuitive in the 
existing graph. By improving a number of the 
expressions of the statistics, decision 
variables, and hierarchical structures, it 
became possible to quickly find the main 
terminal nodes. It is inconvenient, however, 
to compare the statistical information to 
the mouse, because it is difficult to 
compare the nodes to the small number of 
observations. 
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